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Abstract Information retrieval systems are evaluatedvance of the document at each rank in the run to pro-
by applying them to standard test collections of docuduce a score. Run scores for the topic set are averaged
ments, topics, and relevance judgements. An evalut give a system score. The statistical significance of
tion metric is then used to score a system’s output faa difference in system scores is then assessed using a
each topic; these scores are averaged to obtain an ovepaired significance test [Zobel, 1998, Sanderson and
all measure of effectiveness. However, different topicgobel, 2005, Smucker et al., 2007].
have differing degrees of difficulty and differing vari-  Current test collections contain millions of
ability in scores, leading to inconsistent contributionsdocuments, so it is not feasible to assess every
to aggregate system scores and problems in comparimpcument for relevance to every topic. Instead, test
scores between different test collections. In this papetollections are formed in the context of a community
we propose that per-topic scores be standardized on thetrieval experiment\Voorhees and Harman, 2005].
observed score distributions of the runs submitted to thEhe runs from each participating system are submitted
original experiment from which the test collection wago the experiment, and documents for judging are
created. We demonstrate that standardization equalizeglected from some or all of the submitted runs to form
topic contributions to system effectiveness scores arpool [Sparck Jones and van Rijsbergen, 1975].
improves inter-collection comparability. Different topics in a test collection can have quite
different characteristics. Some have many relevant doc-
uments, others have few. For some topics, it will be
easy for retrieval algorithms to identify relevant doc-
. uments, while other topics may be ambiguous, caus-
1 Introduction ing systems to erroneously retrieve many documents
The effectiveness of information retrieval (IR) systemghat are plausible, but irrelevant. Human assessment
is traditionally evaluated using the Cranfield methodef relevance also varies between topics, with the asses-
ology [Cleverdon, 1991], which involves the use of asors sometimes employing strict criteria, while at other
test collectiorconsisting of alocument corpysa set of  times being more liberal.
topics and, for each topic—document pair, a judgment Variations in topic characteristics result in variabil-
as to whether the document is relevant to that topidty in the distribution of run scores across topics. As
these judgments are referred togels To evaluate a result, different topics make different contributions to
an IR system, the topics are formulated as queries, aaggregate scores, and to tests for statistical significance
processed against the document corpus. For each toplopic score variability makes it particularly difficult to
the system produces a ranked list of documentsioy  compare results obtained on different topic sets.
ordering the documents by decreasing estimated rele- This paper proposes a topic score adjustment tech-
vance to the topic. The position of a document in a runique to ameliorate the problems caused by topic vari-
is known as itgank. ability. The technique we describe is well known in
Determining the effectiveness of a run involves apether fields of testing, but until now has not, somewhat
plying anevaluation metrichat uses the judged rele- surprisingly, been suggested for use in the evaluation of
retrieval systems. The essence of the approach is that
Proceedings of the 12th Ausiralasian Document Com-  jnqividual run scores should iséandardizedefore sta-

puting Symposium, Melbourne, Australia, December 10, tistical tests are applied, with the adjustment to each run
2007. Copyright for thisarticleremainswith the authors.
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score based upon the mean and standard deviation ob-
served for the full set of run scores for that topic across
the systems participating in the retrieval experiment.
Once calculated, thess#tandardization factorsvould

be published as part of the test collection, and used to
standardize the scores of future runs made against that
collection.

Experimental results based on the data collected,
during one of the TREE etrieval experiments show £
that standardization reduces per-topic variability, 2.
and increases the ability of statistical tests to
discriminate between systems. The results also show
that standardization allows systems to be compared
even when they have been tested on different topics.
The latter observation is of particular importance for
real-world web search engines, where documents,
queries, and retrieval algorithms are constantly
changing, and having retrieval effectiveness measures
that remain comparable over time is crucial.

Topics

2 Evaluation metrics : o
Figure 1: Intensity visualization of run AP scores from the

Many evaluation metrics for information retrieval haveTRECS Adhoc Track. The columns represent topics, ordered
been proposed. Probably the most widely usedvis by topic number, and the rows represent systems, in ASCII
erage precisionAP). Calculation of AP involves av- order of system name. Each cell represents the AP score of
eraging theprecision at each rank (the proportion of a single run, with white cells indicating scores abavé;
documents up to that position that are relevant) at whicp{ack cells scores below.1; and shades of grey indicating
arun has a relevant document, for every known rebvamtermedlate run scores. Easy topics stand out more clearly
document for that topic. Unretrieved relevant docuEhan good systems.
ments are assigned a precision of zero. To calculate AP
it is thus sufficient to sum the precisions at each known The normalization methods of AP and NDCG can
retrieved relevant document in the run, down to sombe considered separately from the metrics themselves.
limiting depth that is set as part of the experimental deAny metric could be normalized by dividing by the
sign, and then divide bf, the total number of relevant total number of relevant documents (as in AP), or by
documents. That is, AP includes an adjustment basé@eé maximum possible score that could be achieved
on the “difficulty” of the topic, and can be thought of asunder that metric (as in NDCG). But note that both of
being anR-normalized version of a more fundamentathese normalization methods require that the size of
metric, thesum of precisions at relevan¢8P) score of the set of relevant documents be known or estimated.
the run. Where grels have been formed by pooling, the actual
Other metrics also incorporate some form of scordumber of relevant documents is not known, and
normalization so as to reduce scores for “easy” topicdnstead the number of pooled relevant documents is
and increase them for “hard” ones. For exampleysed. This makes the possibility of performing new
the normalized discounted cumulative gajiNDCG) relevance judgments for a new system problematic. If
method of Jarvelin and Kekalainen [2002] is derivedhe normalization factor is updated when new relevant
from the discounted cumulative gaiof a run (the documents are found, then all previously reported
sum of the relevance contributions of documents igcores have to be modified downwards; and if the
a run, each discounted by the logarithm of its rank)normalization factor is not updated, then it is possible
In this case the normalization factor is the maximunior a new system to achieve a score higher than the
possible DCG score that could have been achieved f®@minal maximum.
that evaluation depth. On the other hand, some metrics
make no attempt to adjust for topic variability. In3 TOpiC Variability
precision-at-deptla;, for example, a run is scored on
the proportion of top documents that are relevant, no
matter what the total number of relevant document
for the topic are. Topics with many, easily-identified
relevant documents get higher precisionfascores
than topics with few, hard-to-find relevant documents.

A community evaluation experiment involves running
topics against systems. Each system thus produces
runs, one for each topic; and each topic receifes

runs, one from each system. The runs are scored using

an IR evaluation metric, such as AP. The resulting set
of scores can be thought of as formingss 1" matrix.

"http://trec.nist.gov Figure 1 visualizes this matrix for the AP scores of




41 ETHmel System AP 3

' A ETHmel LNmFulll Cor5Alse anubSauti
L anusautl mean  0.317 0.282 0.206 0.154
- L stdev. 0231 0271 0220  0.232
Z.
o Topic AP
1] Q276 q262 Q277 q252

mean 0.771 0.506 0.175 0.056
st.dev  0.235 0.383 0.118 0.039

Table 1: Mean and standard deviation of AP scores for
sample systems and topics from the TREC5 Adhoc Track. The
kernel density estimates for the same data sets are platited i

4 Figure 2.
| Significance test
3
o Systems Paired  Two-sample
'§ ) All 0.636 0.364
8 Auto 0.495 0.130

Table 2:Proportion of system pairs from the TREC5 Adhoc
Track found to have significantly different average prexisi

01 i ——— zo- i at p = 0.05 in a two-tailed t-test, either paired or two-
0.0 0.2 0.4 06 08 1.0 sample, and including either alil systems or only th80
AP automatic systems minus the four faulty ones WithP <
(b) Topic AP score density 0.050.

Figure 2:Kernel density estimates of AP scores for the (akven relatively similar localities. In contrast, the topic
systems, and (b) topics, at the first, tenth, twentieth, angcore distributions vary greatly.
seventy-fifth percentile (top to bottom in the. legend) when Tgple 1 summarizes the locality and dispersions of
ordered by average (a) system, or (b) topic, AP scoresne gystem and topic distributions plotted in Figure 2,
Systems behave more like each other than do topics. All dafa 4o 15 of their means and standard deviations. All
is from the the TREC5 Adhoc Track. . L

systems have similar standard deviations, and the mean

of the best system is only twice that of the seventy-fifth
the TRECS Adhoc Track as an intensity image, witthercentile. In contrast, topic means and standard devia-
lighter shades being higher scores. Topics are columngns each vary tenfold from lowest to highest value.
systems are rows. The easy topics give rise to vertical Clearly, the mean AP scores for a test collection
white lines in the plot, and are easy to spot. Good Systepend greatly on which topics happen to be selected,
tems should similarly give rise to horizontal white Iines,making it difficult to compare AP scores from
but are much harder to pick out. Only the very worstifferent test collections. This is reflected in the lower
systems, those with some programming bug or serioyfscrimination resulting from using two-sample rather
algorithmic misapplication, stand out as dark horizontahan paired significance tests to compare systems.
lines. This simple visualization makes it clear that th&n a two sample test, the null hypothesis is that the
score matrix holds more information about the topicgyg samples are independent random samples from
than it does about the systems. the same population. In a paired test, each item in

The scores of thé' topic runs for each system (in a gne sample is assumed to have a shared dependency

row of the visualization matrix) form a distribution, asjth a corresponding item in the other sample. Where
do the scores of th&' system runs against each topicthe same test collection is used in evaluating two IR
(in a column of the matrix). Figure 2 displays topicsystems, the runs from each system for the same topic
and system score distribution kernel density estimatgge paired, and the values fed into the hypothesis test
(a form of smoothed histogram) from the TRECS5 Ad-gre the deltas between the paired run scores. Pairing
hoc Track for the first, tenth, twentieth, and seventyhelps to control the effect of topic variability on
fifth percentile topic and system, as ordered (in pacores, whereas reverting to a two-sample test gives an
(a)) by row averages, and (in part (b)) by column avindication of the ability to find statistical significance
erages. The homogeneity of the system scores, apghen using different test collections sampled from the
the heterogeneity of the topic scores, is immediatelygme (conceptual) population.
obvious. The system distributions all have the same, Taple 2 contrasts the discriminative power of paired
right-skewed unimodal shape, similar dispersions, anghd two-sample significance tests on the the TREC5

Adhoc Track systems. The pairedest finds a signif-



%47 the highest-variance topic in the TREC5 Adhoc Track. 4

However, even the twenty-fifth percentile topic when
ordered by AP standard deviation has two and a half
times the standard deviation of the seventy-fifth per-
centile topic (.170 against0.067), and therefore two
and a half times the influence.

It might be supposed that topics with higher score
variance are better at discriminating good from bad sys-
tems than are topics with lower variance, based on the
intuition that the low-variance topics suffer more from
“random noise” than the high-variance ones, or have too
few relevant documents, or are too hard. The problem

Figure 3: The95% confidence intervals on mean AP scoresW't_h testing Suc_h a conjec'gure 'S'_ of course, its circu-
for the TREC5 Adhoc Track systems, using distribution. larity: we must first determine which are the good and
Systems are ordered by their official MAP score. which the bad systems before the reliable discrimina-
tion of a topic’s scores can be determined. One way
. . . f roaching the i i nsider how well th
icant difference between almost two-thirds of systerr? approaching the ssueis to co _sde ow well the
sSystem scores for a topic correlate with the mean system

pairs, Whergas the tvvo-sample test only finds S'gn.mécores for the rest of the topic set excluding that topic.
cance for slightly over a third. If only the automatic

. This item-total correlationis used in Test Theory to
runs are considered, and the four apparently faulty sys- . L

) indicate thereliability of a test component [Bodoff and
tems are excluded (all with a mean system AP score less

than0.050), then the outcome is even more stark. Hal b .2007]' Topic rellablllty can theq be correlated with
. o . opic score standard deviation. Doing so for the TREC5
of the system pairs are found significantly different a

thep — 0.05 level by the paired test, but only one eighth dhoc Track systems (after excluding the four faulty

— ...runs, which score at or near zero for every topic and
by the two—samp_le test. T_hese result_s hl_ghllghtthe d”c“t_hus artificially inflate both the standard deviation and
culty caused by inter-topic score variability when mak- I . . : .

tnr}e reliability of topics with high mean scores) gives

ing comparisons between systems tested on d|fferea Pearson correlation @091 — that is, there is es-

but similarly constituted test collections. : . . L
: ) Lo . sentially no correlation. And even with this figure, we
Figure 3 displays another effect of high inter-topic : . . .
- ) . are not controlling for the fact that high-variance topics
score variability. Here, 95% confidence intervals

have been plotted on the “true” mean system Algs a class still have more influence in determining the

(MAP) scores of the TREC5 Adhoc Track systemsFOtal scores even when |nd|V|dgaI h|gh-var|ancg topics
. . - are excluded. Thus, although high variance topics have
These confidence intervals are statistically related to

(though not identical with) the results of a two-samplegre.Eater !nfly_ence on system mean AP_ scores and on
aired significance tests, they are not inherently more

significance test. The intervals on the MAP scores ar™ . : . :
2 reliable, and so their greater influence is neither de-

wide: the best system could have a true MAP score oserved nor desirable

anywhere betweet.25 and(.38; the median system’s '

confidence interval is from.12 to 0.26; and the worst L.

system (excluding the four faulty ones) sits in the rangé ~ Standardization

0.06 to 0.16. With such wide confidence intervals, theTopiC score Variabi”ty and the prob|ems it causes can

strength of any conclusions based on mean AP scope addressed using score adjustment, and as was noted

comparisons is extremely limited. above, many effectiveness metrics have some kind of

The marked difference in mean topic scores comormalization built in. They are, however, rather indi-

strains experimenters to evaluate systems on the sam&t in their application to the problem of score variabil-

test collection, so that they can employ paired signifity. As the preceding discussion has demonstrated, AP’s

icance tests. However, the high degree of differenceémbedded normalization b, the number of relevant

in intra-topic AP standard deviations for different top-documents, is not particularly effective.

ics causes problems that even the one test collection An alternative method for reducing topic score vari-

and paired hypothesis testing cannot control. Considehility — and one widely used in other experimental set-

once again the topic score standard deviations displaygflgs — is to normalize scores for a topic by the observed

in Table 1. Topicq262, the tenth-percentile topic by score mean and standard deviation of that topic. If a

mean AP in the collection, has roughly ten times th@opict has an unnormalized score meangfand an

AP score standard deviation of topj252, the seventy- unnormalized score standard deviationoef and if a

fifth-percentile topic. As a result, topig262 will on  ryn for that topic receives the unnormalized score,of

average have ten times as much influence on the diffehen the normalized scoré for that run is:

ence between the mean AP scores of any two systems

as topicg252, and will have a similar impact in paired g =TT

significance tests. Now, it happens that toghs2 is gt

0.3 A

0.2 1

Mean AP

LNmFulll

0.1 4

anu5autl

0.0 A

Systems




Unstandardized AP Standardized AP

Topic ETHmel LNmFulll Cor5Alse anubautl ETHmel LNmFulll Cor5Alse anubautl
q276 0.968 1.000 0.615 0.814 0.840 0.975 —0.667 0.180
q262 0.500 0.950 0.017 1.000 —0.015 1.161 -—-1.277 1.291
Q277 0.344 0.301 0.256 0.059 1.434 1.067 0.689-0.985

q252 0.045 0.058 0.030 0.109  -0.275 0.059 —0.665 1.340

Table 3:Selected topics from the TREC5 Adhoc Track, and selectéshsysP scores, before and after standardization. The
parametersu; and o for these four topics are as listed in the bottom section blea.

Such a value is known aszascore and the process of 15
deriving it is commonly callegtandardizatiofHays,

1991, chapter 4]. 1.0 1
Note that a standardized distribution has the samé
shape as the unstandardized one, and that standardiZg-os -

tion only affects locality and dispersion. After standard-%
ization the mean score for each topic is zero, and th@; 0.0 1
standard deviation is one. There are no fixed upper og
lower bounds on a topic’s scores. Chebyshev’s inequalg-os
ity, however, guarantees that at least 75% of standard$
ized scores for a topic will be betweer2.0 and2.0, -1.0 A
and in practice the proportion will generally be much
higher; for the TREC5 Adhoc Track standardized AP -15 {
scores, it is 96%. 000 005 010 015 020 025 030
Unfortunately, the true mean and true standard devi- Mean AP
ation of each topic — the values that would be obtained
from the conceptual population of runs of which the acFigure 4: Mean unstandardized AP and mean standardized
tually observed runs are only considered to be a samp#é scores for the TRECS Adhoc Track systems, with the line
— is not known. However, it can be estimated in théf best fit.
usual way from the statistics of the observed sample.
That is, the standardization factqorsando, for a topic Table 3 shows the unstandardized and standardized
t are estimated as the mean and standard deviation AP scores for the previously examined topics and
the runs made againstin the original retrieval exper- systems. The standardization factors for the topics are
iment. These estimates rely on there being an originghe sample mean and standard deviations previously
retrieval experiment, of course, whereas normalizatioreported in Table 1. The unstandardized figures are
by total number of relevant documents or maximundifficult to interpret and compare. For example,
achievable score could theoretically be performed iBTHme1 scored0.344 for topic q277 and 0.500 for
the absence of an experiment, by assessing every dotopic q262; but does the latter score represent a better
ment for relevance. In practice, though, full assessmerngsult than the former, or was it simply an easier topic?
is impractical, and grel sets are derived from poolingimilarly, Cor5A1se scored).2 higher tharenu5aut1
experimental systems. Therefore, the requirements fon topicq277, but 0.08 lower onq252; is the former
standardization are in practice no greater than for otheesult more significant than the latter? In contrast,
forms of normalization. the standardized results are directly informative. A
It has already been mentioned that AP incorporatgsositive score indicates the run outperformed the
a crude form of normalization, and can be thought of asommunity mean for that topic, a negative score that
an unnormalized metric, sum of precisions at relevancé, underperformed it; a score of.0 means the run
or SP, which is then normalized by the total numbeis one standard deviation above the mean, and so
of known relevant document®}. It is also possible on. So, without examining any other figures, we can
to directly standardize the SP run scores rather thammediately see thainu5aut1 has done well on topic
the AP scores, and in faexactly the same values- g252, andCor5A1se poorly on topicq262.
sult from standardizing the SP scores as the AP scores.
In other words, standardized SP is the same metric & Experiments

standardized AP, freeing us from the need to know OIE' 4 olots th tandardized AP and
estimateR. This observation alone would be sufficient’ '9U'€ < POtS the mean unstandardize and mean

to justify our interest in standardization of effectivesaesStand"’lrdlzed AP scores for the TRECS Adhoc Track

scores. Similarly, standardized DCG and standardizest%gsgzlr;STi%al'Dn:;;izhcg:?:I;ﬂZz%;V‘;Een;ig'r(;;ggrdate

. . . c
NDCG are numerically identical measures. . .
y and the Kendall's- correlation on the system ranks is




Significance test 2

Systems

Paired Two-sample
All 0.683+0.047 0.683+0.319 1
Auto 0.561+0.066 0.542+0.412

Table 4:Proportion of system pairs from the TREC5 Adhoc
Track found to be significantly different using standardize
AP atp = 0.05 in a two-tailed¢-test, either paired or two-
sample, and including either ali1 systems or only th80
automatic systems minus the 4 faulty ones WMi&kP < 0.05. -2 1
The improvement over the results with unstandardized AP 0 10 20 2 A 50 0
reported in Table 2 is shown in italics.

Cor5Alse

anubautl

Mean Standardized AP
o

Systems

0.903. By way of comparison, the respective correFigure 5: The95% confidence intervals on mean standard-
lations of NDCG with mean (unstandardized) AP aréz_ed_AP_scores for the TREC5 Adhoc Track systems, uging a
0.973 and0.915. There are some local perturbations ofdistribution.

ordering, however, which may represent improvements

if we accept the thesis that topics should have similar
impacts. The standardized AP scores separate out the
three best systems, in the top right-hand corner, better
than the unstandardized AP scores do. Note also thal |
standardization shows the three best systems to perform :
almost as well as the four faulty systems do poorly, the -
former being on average one standard deviation better | [|_ _ _ _ _ _ __ ' ___________ +
than the mean, the latter one standard deviation worse. :

It is not possible to make such a judgment simply by -
looking at the unstandardized MAP scores.

Table 4 compares the discriminative power of two-
sample and paired significance tests on the standardized
AP scores. In contrast to the unstandardized scorgsgure 6: False positives on two-tailed two-sampiests
(see Table 2), with standardized scores, the two-sampep = 0.05 for the TREC5 Adhoc Track systems usitig
significance test approaches the discriminative powespic randomly-sampled subsets, repeafe@D0 times. The
of the paired test. The level of agreement between tH@e within the box is the median; the left and right box
two is high, the overlap (size of intersection divided byedges are the25th and 75th percentiles, respectively; the
size of union) being.9 for the full system set, which is dotted whiskers extend to the extreme values; and the thick
acceptable given the = 0.05 significance level. Note line on the right whiskers marks the upper bound of46&
also that the paired test itself is more discriminative fofonfidence interval. The dotted vertical line is the expcte
standardized than for unstandardized AP scores, risir?é'd approximate mean of both distributions.
for the full system set frorfi.636 to 0.683 of pairs. This
is the result of standardizing intra-topic score variance: The rate of false positives can be investigated by
deltas become comparable between topics, the varian@sting a system against itself. Obviously, a system is
of deltas falls on average, and the paired test is moftot significantly different from itself, so if a signifi-
confident about differences. cance test finds that it is, it must be a false positive.

Figure 5 displays the 95% confidence intervals od0 explore this aspect, we took &l of the TREC5
the mean standardized AP scores for the TREC5 Adhdtdhoc Track topics and randomly sampled two subsets
Track systems, which are considerably narrower tha@f 25 topics each. The two subsets were not required
for the mean unstandardized AP scores (Figure 3). B& be disjoint; a disjoint partitioning would distort the
fore standardization, the top system’s confidence intefxtreme results, since if one subset happened to get
val overlapped with the median’s; after standardizatiogl!l the hardest topics, then necessarily the other sub-
it is well clear by the end of the first quartile. set would get all the easiest ones [Sanderson and Zo-

One of the stated goals of score standardization is ¢!, 2005]. Then a two-tailed two-sampleest was
improve the comparability of scores between differenerformed for each of the TREC5 Adhoc Track sys-
topic sets, provided that they are (actually or concegems using the two topic subsets, and the proportion
tually) randomly sampled from the same population opf false positives was recorded, using both the unstan-
topics. As mentioned, when comparing two Systemgardized and the standardized AP scores. This process
run against different topic sets, a two-sample signifiwas then repeatesl000 times, to provide a distribu-
cance test must be used. For significance testing, corion of false positives. Figure 6 displays the results of

parability can be considered in two aspects: the rate 8fis experiment. The mean rate of false positives is
false positives, and the rate of false negatives_ 0.043 and0.049 for the unstandardized and standard-

0.05

0.0 0.2 0.4 0.6 0.8
Proportion significant



ized AP scores respectively, as is to be expected withe question of comparability of scores between sys- ’
p = 0.05. However, the variability of false positive tems and topics. Sakai [2006] proposes that metrics
rates for the unstandardized AP scores is consideratdfiould be assessed based on the proportion of all system
greater than for the standardized ones. Most topic parfpairs in an experiment whose means are found to be
tionings show no false positives on unstandardized ABjgnificantly different in a paired bootstrap significance
indicating an insufficiently sensitive test (a rateddd5  test. Smucker et al. [2007] compare the bootstrap, ran-
is expected), but at the other extreme, there is a partlomization, and-tests, and find them to give similar
tioning in which 95% of the systems are found to beesults. Earlier, Voorhees and Buckley [2002] proposed
better than themselves — a real boon for IR researcheas ad-hoc variant.
wishing to publish papers. These results also demon- A popular alternative to AP is NDCG, proposed by
strate an important point about significance tests basdérvelin and Kekalainen [2002], which incorporates its
around fixed test collections, which is that the chancewn normalization method, as described in Section 2.
of error (false positives or false negatives) is not indeAnother alternative is rank-biased precision or RBP
pendent between different pairs of systems; that is, if fMoffat et al., 2007], which is bounded to the range
collection makes an error on one pair, then it is morg), 1], but is not normalized in the sense used here.
likely to make an error on the others. The seriousness Mean AP scores a system by the arithmetic mean
of an error bias in a test collection is, however, greatlpf the run AP scores. An alternative is to take the ge-
reduced by standardization. ometric mean, resulting in GMAP. Robertson [2006]
Determining the rate of false negatives is moraliscusses GMAP, observing that it is equivalent to the
difficult, in that we do not know what the true positivesexponentiated average of the log of the per-topic AP
are — that is, which systems truly are better than whiclvalues. Robertson further observes that taking the mean
The approach taken here is to consider systems pawfa set of scores implies the assumption that score in-
that a paired, two-tailed-test finds significant at tervals, rather than score ratios, are the important unit
p = 0.001 for both unstandardized and standardizedf comparison; taking the log of the scores before av-
AP — that is, pairs in which one system is almoseraging converts ratios to intervals. The GMAP metric
certainly better than the other. One of these systeis used in the Robust track of TREC, as it gives more
pairs was chosen at random, along with a topiemphasis to topics with low mean AP, which are re-
partitioning; then, a two-tailed, two-sampldest was garded as “hard” [Voorhees, 2004]. We believe that
performed between the two systems, the first systestore standardization may be a better solution.
using one topic subset, the second using the other, Mizzaro and Robertson [2007] investigate normal-
with both standardized and unstandardized AP scoréng per-run AP (or log AP) scores either by topic or
used to evaluate effectiveness. Repeating this abobg system, by subtracting the mean score for that topic
experiment5,000 times, no significant difference at or system (but not adjusting for the standard deviation).
p = 0.05 was found in41.6% of the pairs using The adjusted AP scores are used as edge weights in a
unstandardized AP, whereas with standardized ABystem-topic graph. Mizzaro and Robertson find con-
only 2.6% of pairs were not found to be significantly siderable variation in topic difficulty and system per-
different. Moreover, in only0.2% of cases was formance on topics; that on the whole effective sys-
significance found with unstandardized scores buems are better at distinguishing easy topics from hard
not with standardized ones. These results providenes; and that easy topics are better at distinguishing
compelling evidence that standardization enormouslyetween more or less effective systems. The last find-
boosts the power of two-sample significance tests.  ing they regard as undesirable. Their finding that easy
topics distinguish good from bad systems may be a con-
6 Rdated Work sequence of easy topics having larger variances under
. . AP, and therefore more influence on final scores. Fi-
Bodoff and Li [2007] introduce Test Theory concepts, iy, Tague-Sutcliffe and Blustein [1994] undertake an
such as tOpIC. and test re_llablllty into the evalpatlon Ognalysis—of-variance on the TREC3 experimental data,
IR test collections. They find the TREC collections they, 4 find that there is a stronger topic than system effect:

investigate to be reliable in a test-theoretic sense, Whefl, ks et al. [1999] discuss the analysis in more detail.
AP is the evaluation metric. However, the standard of,, experiments confirm their observations.

reliability is a rule-of-thumb, and what may be accept-
able reliability in a test applied to human subjects ma .
not be equally acceptable in IR evaluation. Reliability is)? Conclusions and future work
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