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Abstract The subject of this paper is the quality
of semantic vector representation with random
projection under various conditions. The main effect
we are watching is the size of the context in which
words are observed. We are also interested in the
stability of such representations since they rely on
random initialisation. In particular we investigate the
possibility of stabilising terms representations through
documents representations. The quality of semantic
representation was tested by means of synonym finding
task using the TOEFL test on the TASA corpus. It was
found that small context windows produces the best
semantic vectors with 59.4 % of the questions correctly
answered. Processing the projection between terms
and documents representations several times was found
not to improve the stability of the representation. It
was also found not to improve the average quality of
representations.
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1 Introduction
In computational linguistics, information retrieval

and applied cognition, words are often represented

as vectors in a high dimensional space computed

from a corpus of text. In a variety of studies from

cognitive science there have been encouraging results

using such representations to replicate human word

association norms, for example, semantic association

(see, for example, [11], [10], [14]). Therefore, there is

some evidence such vector representations do capture

semantics of words in a way which accords with those

we carry around “in our heads”. We will call such

representations “semantic vectors”. The aim of this

paper is to evaluate the effect of granularity on the
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quality of semantic vectors. Both documents (low

granularity) and windows (high granularity) will be

used to compute semantic vectors.

Dimensionally reducing the term-documents matrix

has often been shown to improve the quality of semantic

vectors, for example, latent semantic analysis. How-

ever, singular value decomposition, the means for di-

mension reduction is computationally expensive. Ran-

dom Indexing [12] offers a computationally inexpen-

sive alternative to dimension reduction [15]. However,

the semantic vectors computed by RP are not stable due

to the final semantic vector representations depending

on initial random seeds. We aim at investigating if the

use of an iterative repetition of the projection process

between terms and documents representation will lead

to more stable representations. We will also investigate

if it is more efficient.

The structure of this paper is as follows. In the next

section the semantic vector model of random projection

will be described. Thereafter the TOEFL test will be

used as a means of evaluating semantic vector repre-

sentations in relation to the questions just raised.

2 Semantic space models
The idea behind semantic spaces is that the meaning

of a word is carried by the words that co-occurs with

it, and that two words are semantically related if they

tend to co-occur with the same words. Co-occurrence

is defined with respect to a context, for example, a win-

dow of fixed length, or even a document. Co-occurring

words can be stored into matrices where the rows can

represent the terms and the columns can represent con-

texts. Each row corresponds to a vector representation

of a word. The strength of semantic association be-

tween words can be computed by using cosine - the

smaller the angle between words representations, the

more semantically related they are assumed to be.
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2.1 Random Projection
Random Projection (RP) is based on the fact that

a term-document matrix computed from a corpus

is sparse. The sparsity is large enough that the

vector representations can be projected onto a basis

comprising a smaller number of randomly allocated

vectors. Due to sparseness condition, the basis of

random vectors has, in general, a high probability of

being orthonomal [2]. The algorithm proceeds in 4

steps after the creation of a document- (or term-) term

matrix : (1) create an empty matrix where rows are

documents and the columns new random vectors of

dimension t, (2) randomly insert in each document

vector t/6 of positive seeds and t/6 of negative seeds,

(3) generate a matrix where the rows are terms and the

columns new dimensions by adding the corresponding

random vector to a term each time it appears in a

document, (4) generate the new matrix of documents

in new dimensions by adding the corresponding term

vector each time a document contains a term.

This can be seen mathematically as the new repre-

sentation Mrandom of an initial term-document matrix

M spanning N terms in d documents and then reduced

to t dimensions through a random matrix as in Equation

1.

Mrandom
t×N = Randomk×dMd×N (1)

d1  0 0 0 1 0 0 -1 
d2  1 0 0 0 0 -1 0
d3  0 1 -1 0 0 0 0
d4  0 0 -1 0 0 0 1
d5  0 -1 0 1 0 0 0
...

T1  0 0 0 0 0 0 0 
T2  1 0 0 0 0 -1 0
T3  0 0 0 0 0 0 0 
T4  0 0 0 0 0 0 0 
T5  0 0 0 0 0 0 0
...

d1
d2

d3
d4

d5
...

T2...

d1  0 0 0 0 0 0 0 
d2  4 -1 7 -3 -8 9 
d3  0 0 0 0 0 0 0 
d4  0 0 0 0 0 0 0 
d5  0 0 0 0 0 0 0

...

T1  -2 3 8 -6 0 5 -7 
T2  4 -1 7 -3 -8 9 
T3         ...             
T4         ...             
T5         ...             
...

...

d1
d2

d3
d4

d5
...

T2...

Figure 1: Process of random projection to compute

term and documents matrices.

The process is illustrated on Figure 1 where it is sug-

gested that the last two steps could be repeated, using

the previously computed matrix for documents instead

of the initial random one.

The number of positive and negative random seeds

initially followed a Gaussian distribution but it has been

shown [1] that a probabilistic distribution with 1/6 is

equivalent. This method can be applied to retrieve doc-

uments and is referred to as Random Indexing [12]. The

initial representation can also be based on contexts [8].

3 Experiments
3.1 Experimental setup
As a means to compare the semantic vector models

above, the TOEFL synonym task on the the TASA

corpus was used. The basic hypothesis is the higher the

TOEFL score, the better the quality of the underlying

semantic vector. This choice follows many similar

evaluations in the literature and allows our results to be

placed in the perspective of other published results. The

TOEFL synonym test comprises 80 questions. Each

question is multiple choice made of a question word

and four potential answers. A question is “incomplete”

if the question term is unknown to the model in

question, for example, because the question words

were not present in the model. In the main experiment

both the number of correct answers and the number

of answerable questions will be reported. In the best

results section the scores will be calculated according

to the measure introduced in [9] where non-answerable

questions will be scored 0.25 each thereby simulating

guessing. The TASA1 contains 44,486 documents of

”General Reading up to 1st year college” . It is assumed

American students can learn relevant vocabulary and

language usage from these readings. These documents

contain 148,221 different non-stop terms for a total of

8,605,497 words. We have performed the experiments

using a java implementation of Random Projection

provided by the semantic vectors package2[15]. Both

corpus and questions were stemmed with a Porter

Stemmer implementation3 and the corpus is indexed

with Lucene4 to generate the initial matrix. Both term-

document and term-context matrices were investigated.

The minimum frequency of terms in the initial

representation is set to 2 and the values of the initial

seeds are either -1 or +1. Over the 80 questions of

the TOEFL test, two are incomplete within all models

constructed using Random Projection with stemming

and 6 are incomplete without stemming. As mentioned

previously, the semantic vectors produced by Random

projections are somewhat unstable due to the use of

1We are grateful to Tom Landauer for providing the TASA corpus
2http://code.google.com/p/semanticvectors/
3http://tartarus.org/ martin/PorterStemmer/
4http://apache.lucene.org
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random seeds during initialization. Therefore, the

experiments are reported on the basis of 5 runs.

3.2 The effect of dimension reduction
The effect of varying dimension size is evaluated on

word-document matrices constructed from the corpus.

The notion of projection aims at some generalisation

over the initial content of documents. Stemming is a

first dimension reduction in that sense since it projects

words onto word stems. In the context of random pro-

jection the number of random vectors used as a basis

for representing the terms is another means of dimen-

sion reduction.The average results of testing RP with

various dimensions are reported on Figure 2.The aver-

age results for non-stemmed data represented on the

dashed line are well under the accuracy of stemmed

data. Interestingly the highest average value of 37.4

Figure 2: Accuracy of Random Projection for various

numbers of dimensions.

correct answers out of 78 (33.2 without stemming) is

obtained with 1800 dimensions which is the number of

dimensions recommended in [2]. The five individual re-

sults for each run on stemmed data consistently exhibit

a quite large variation suggesting the underlying vector

representations are not that stable.

3.3 Stabilising representations with cycles
The idea suggested in Figure 1 of repeating the last

two steps could lead to more stable representations.

We have experimented with this idea by using

different numbers of cycles (iterations) for the best

set of parameters according to previous experiment

: stemmed documents projected on 1800 random

dimensions. The iterative reallocation of values on

random vectors from terms matrix to document matrix

and vice-versa doesn’t improve neither the quality of

representations according to figure 3 nor the stability

between two representations.

Figure 3: Average (left) and standard deviation (right)

of the number of correct answers on 5 RP models for

various numbers of cycles.

3.4 Reducing the granularity : context
windows

As a mean of evaluating the semantic impact of full

documents on semantic representation we have also

built models based on an initial term-term matrix

computed with a sliding window. This leads to

the optimal size of the context in which words are

considered to be co-ocurring. Figure 4 shows the

average results for various context window sizes

with random vectors. The random vector have been

computed with 1800 dimensions since this size lead to

the best results in previous experiments. The window

sizes refer to the total number of words taken into

account including the target word. The results show

Figure 4: Accuracy of Random Projection using a

word-word matrix with different context window sizes.

that the smallest context window (3 words) provides

the most accurate results on the TOEFL test with 45

correct answers out of 78 in average. This implies that

the model constructed based on the co-ocurrencies of

the words only with the previous and the next word

(these not being stop-words) performs the best for the

synonym test. With a context window size of up to 9,

the results are higher (40 correct answers out of 78)

than when using whole a document as context. It is

however important to note that context based models

are more computationally expensive.
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4 Conclusion
The best average obtained with a minimal window of

size 3 words leads to a score of 59.4% of accuracy

according to TOEFL evaluation. Comparison with pre-

vious published work should be viewed in light of doubt

regarding the size of the underlying corpus. In this pa-

per, the corpus comprises 44,486 documents whereas in

other studies reported in the literature, the size is either

37,600 or 30,473 articles. We are unable to explain this

discrepancy. Several results have been reported on the

use of LSA. [9] had 64.5% of correct answers, [6] re-

port results of 55.31% correctly answered questions for

LSA and [4] found 63.6 % of correct responses using

the cosine similarity and 61.5% using an inner product

instead. Random Indexing [7] using word contexts gave

35-44% with unnormalised 1800 dimensional vectors

and 48-51% with normalised vectors .

The models developed for information retrieval pur-

poses tend to show that representing semantic spaces at

the document level might benefit from a context win-

dow representation of words. One of the reason of the

failure of document sized contexts could be the vari-

ety of topics present in single documents resulting in

noisy representations. A intermediate solution still to

be tested is to create topically coherent sub-documents

using a linear segmentation algorithm.

In the future, it will also be worth investigating how

stable semantic vectors are with slight corpus changes,

or on larger corpora. Potential other tasks for examin-

ing semantic vectors are replications of free association

[13] and priming [5].
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