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Abstract Over the past decade, a variety of expres-
sive linguistic query languages have been developed.
The most scalable of these have been implemented on
top of an existing database engine. However, with the
arrival of efficient, wide-coverage parsers, it is feasi-
ble to parse text on a scale that is several orders of
magnitude larger. We show that the existing database
approach will not scale up, and speculate on a new
approach that leverages proximity search in the context
of an IR engine. We also propose a simple syntax for
querying linguistic annotations, avoiding the usability
problems with existing tree query languages.
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1 Introduction
High quality part-of-speech taggers and syntactic

parsers are able to annotate large quantities of English

text [5]. With suitable indexing methods, it should be

possible for users to express queries that are sensitive to

this additional information, and support more focussed

search.

In some cases, the part-of-speech of a word may

disambiguate the primary senses of the word, e.g. wind,

park. A user could easily select the intended POS-

tag using a query format like: wind/N or park/V. In

other cases we want to do a proximity search but need

to constrain the syntax of the intervening material, e.g.

give NP up will find instances of “give up” wrapped

around a noun phrase (NP), and won’t include results

which have other intervening material.

Expecting users to annotate their queries adds a

significant burden, without guaranteeing that the result

will be sufficiently improved to justify the effort.

However, we hypothesise that a specialised query

engine can cluster results from a conventional ad-hoc

query using extra information present in the linguistic

annotations. Exemplars from each cluster could be

presented to the user, together with the annotations

that characterise each cluster. In this way, users are

educated about the relevant linguistic properties and

can start to annotate their own queries.
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Figure 1: Syntax Tree

For example, an ad hoc query for documents con-

cerning acquisitions of QANTAS mostly returns doc-

uments concerning acquisitions by QANTAS. The lin-

guistic difference between these two cases is the gram-

matical role of QANTAS relative to the main verb (sub-

ject vs object). If this difference could be discovered, a

user would be able to look through results of the refined

query: "acquire QANTAS/NP-OBJ". Similar analysis

could detect differences in tense and cluster the results

as pertaining to the past or the future.

This paper explores the suitability of existing work

on linguistic tree query as the basis for such a query

engine. The paper is organised as follows. First we give

an overview of existing work on linguistic tree query

(§2) and XML indexing (§3). Our scaling experiments

are presented in §4. Our negative conclusions about

scaling lead to a more speculative discussion (§5) on

the prospects for using an IR engine for performing the

desired query tasks.

2 Linguistic Tree Query
The problem of representing and querying linguistic

annotations has been an active area of research for

several years [3, 7]. It has grown out of work on

curating large databases of annotated text such as

treebanks [10] for use in developing and testing

language technologies. Figure 1 gives an example

of a parsed sentence; it represents the constituent

structure of a sentence, and involves non-terminal

nodes for noun phrases, verb phrases, prepositional

phrases, and so on. Trees also encode relationships

between these constituents, and permit us, amongst

other things, to discover the subject and object noun

phrases corresponding to a particular verb.
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At least a dozen linguistic tree query languages have

been developed for interrogating treebanks (see [8] for a

survey). One of these languages, called LPath, extends

XPath [4] with extra navigational operators tailored to

the needs of linguistic tree query [2].

The syntax of such languages is arcane, and we

would need to provide a more accessible, high-level

syntax for use by a non-specialised audience. For

instance, a high-level query for the word wind used as

a noun, wind/N, could be automatically translated to

the LPath expression //N[@lex="wind"] (and then

compiled into SQL for execution). The high-level query

"acquire QANTAS/NP-OBJ" could be translated into

the LPath expression //_[@lex="acquire"] ->
_[@lex="QANTAS"]\\NP-OBJ.

A more serious issue is scalability. Treebanks typ-

ically contain millions of words; the Penn Treebank,

for instance, has 4.5 million words [10]. The scale of

data on the Web is several orders of magnitude larger

again. We will explore the scalability of this approach

to querying linguistic annotations using the Penn Tree-

bank, using multiple copies when necessary in order to

simulate larger data sizes.

3 Indexing Hierarchical Data in Databases
Many approaches to storing hierarchical data have

been carefully analysed in recent years. In the past,

relational databases were preferred to specialised semi-

structured database approaches, since the relational

formalisms were more mature and offered superior

performance [14].

However, more recently, several features found

in relational databases have been incorporated into

native XML databases, and indexes have been designed

specifically for XML data. Commercial relational

databases such as Oracle and DB2 now support native

XML storage and retrieval, albeit with widely varying

indexing and query evaluation techniques. Oracle uses

a hybrid approach to store XML within relational tables

[9], while DB2 allows XML data to be stored natively

and builds value and full text indexes over them [12].

Both offer varying levels of XQuery support, and a

primitive XML datatype called XMLType which can

be used across all queries.

Yet another native XML database is the eXist

open source database. It builds three primary indexes

on XML data: the structure, range and full-text

indexes [11]. A structure index is similar to an

inverted index of all nodes and attributes of XML

documents along with their document and node ids.

The node ids help in identifying hierarchical and

sibling relationships without tree traversal. Range

indexes permit comparisons based on typed values

while full-text indexes support queries over sequences

of words or tokens.

Hierarchical data can be decomposed into sets of re-

lations and stored in a relational database. In our exper-

iments, we store all the elements and attributes in a sin-

gle node relation, as it is best suited for a diverse struc-

ture such as that present in annotated linguistic data. A

common feature linking such a relational representation

and the eXist database representation is the evaluation

of path expressions by decomposing them into smaller

components.

Each path expression is treated as sequence of ele-

ments interleaved with operators such as parent, child,

ancestor, or other navigational constructs. These ex-

pressions are evaluated by converting the path sequence

into one or more binary expressions involving a sin-

gle operator. Indexes are used to search for matching

elements on either side of the binary expression and

the resulting sets are reduced using a join based on the

operator. This join operation is termed the structural

join and several optimisations have been proposed to

improve the efficiency of such joins [1].

4 Experiments
In this section we describe the experimental setup used

to evaluate performance of databases for linguistic

queries. We ran the experiments on an Intel core 2

Duo 2.4 GHz processor with 2 GB of RAM, running

openSUSE Linux 11.0. The task of choosing the right

database system and optimising parameter settings for

each of the experiments introduce multiple variables

within the experiment. As our study attempts to

highlight the scalability of particular systems rather

than compare relative performance, we feel that fine

tuned optimisations will not drastically change our

observations on scalability. Instead we focus on

scalability by varying the size of the datasets.

Annotated texts from the Wall Street Journal sec-

tion of the Penn Treebank corpus were used in our ex-

periments. This corpus contains around 50,000 sen-

tences annotated with POS and syntactic tags. In order

to study the variation of performance with the size of

the datasets we either selected a subset of the corpus, or

used multiple copies to simulate larger datasets.

Tests using the relational approach use the Oracle

11g Standard Edition, while the eXist XML database

ver-1.2.2 is used in the native XML approach. The rela-

tional database schema contains a node relation storing

all elements and attributes of the treebank. This schema

is similar to the one used by LPath to query treebanks

and more details can be found in Bird et al.’s work on

LPath [2]. For the XML database approach we store

each sentence as a separate XML document.

The LPath queries used during evaluation are listed

in Table 3. These queries were converted to SQL for

the relational database and into XQuery for the XML

database. Some of these queries include highly selec-

tive nodes, while others search for commonly occurring

terms. Queries 3–6 evaluate the effects of a simple

join on nodes with varying selectivity. Queries 7 and

8 find the occurrences of words within the treebank

irrespective of their POS tag. Other queries include

features like scoping, edge alignment, and negation; all
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Table 1: Query execution time in Native XML DB
Dataset sizes

500 5k ∼25k ∼50k ∼100k ∼200k

1 .06 .51 .99 1.99 4.59 16.29
2 .01 .12 .60 .73 1.23 3.13

3 .08 .24 .95 1.90 5.80 20.58

4 .08 .11 .86 2.32 7.98 29.81

5 .01 .01 .50 1.01 1.99 2.63

6 .03 .05 .40 .87 7.20 23.62

7 .38 .83 3.98 9.38 33.26 156.60
8 .10 .63 4.17 9.31 29.93 116.36
9 .19 .82 2.16 3.73 31.24 97.72

10 .82 2.36 9.24 17.43 43.28 86.90

11 .17 .54 2.06 4.23 17.48 76.28

12 .64 3.20 14.85 27.99 58.19 160.28
13 .03 .17 1.19 2.43 10.45 37.95

Table 2: Query execution time in Relational DB
Dataset sizes

500 5k ∼25k ∼50k ∼100k ∼200k

1 .10 .32 1.29 2.48 4.80 9.46

2 .07 .07 .08 .07 .07 .11

3 .08 .18 .63 1.20 2.35 4.94

4 .10 .35 1.47 2.83 5.54 12.15
5 .07 .08 .07 .07 .08 .13

6 .07 .09 .16 .24 .40 .13

7 .18 1.07 5.04 9.94 19.93 6.79

8 .07 .07 .08 .07 .07 .12

9 .09 .16 .49 .90 1.65 12.33
10 .08 .14 .41 .76 1.30 2.75

11 .10 .29 1.17 2.15 4.12 12.11
12 .08 .12 .30 .55 .90 2.09

13 .08 .08 .09 .10 .10 .18

features commonly found in linguistic queries. Adja-

cency is another common linguistic query operator and

is represented by queries 12 and 13.

In the Oracle setup, the buffer cache and shared pool

of the database were cleared after every query, but the

first run always took the greatest time to execute. Sub-

sequent queries had stable and repeatable query times.

Table 2 lists the minimum time (in seconds) taken by

each query over a sample of 3 runs. The eXist queries

seemed to perform more uniformly between runs, but

random slowdowns were observed in some cases. Each

value in Table 1 corresponds to the minimum execution

time (in seconds) of 3 consecutive runs of each query,

on the eXist database. The minimum execution time

was chosen instead of an average to avoid including

random slowdown times in the measurement.

One of the main observations in the eXist

experiment was that the rate of increase in execution

time increases with dataset size; especially for larger

datasets. For some queries, when we double the size

of the dataset from 100k to 200k sentences, the time

taken by eXist increases drastically; see the results

for queries 1, 7, 8 and 12 in Table 1, where values of

interest appear in boldface. However, these queries

do not display such a trend in the Oracle setup. On

Table 3: Test Queries
LPath query

1 //NP

2 //PP_LOC_MNR

3 //NP/NP

4 //NP//NP

5 //RRC/PP_TMP

6 //VP/PP_TMP

7 //_[@lex=saw]

8 //_[@lex=rapprochement]

9 //VP{//VB-->NN}

10 //VP//NP$

11 //NP[not(//JJ)]

12 //NP=>NP

13 //ADVP=>ADJP

further inspection, we can see that queries 7 and 8

probably involve simple index lookup. It is unclear

why these queries exhibit such an increase in spite of

using the full-text index in eXist. The poor scaling

behaviour of Query 1 and 12 could be attributed to the

low selectivity of NP.

Queries 6 and 9 are exceptions to the pattern men-

tioned above; their execution times grows by a factor

of 8–10 between 50k and 100k sentence datasets, but

drops to a factor of 3 for larger datasets. A plausible

explanation for this behaviour could be the thrashing

of memory, caused by intermediate object creations.

Query 5 is very similar to query 6 in its construction but

does not exhibit such a phenomenon as it is composed

of high selectivity elements. Overall, the query times in

eXist almost always seem to increase by a factor of 3–5

from 100k to 200k sentences.

A linear increase in time was observed in fewer

Oracle tests when compared to eXist. High selectivity

queries in Oracle displayed almost constant execution

time, indicating optimal use of indexes. However,

query 4, 9 and 11 (in boldface), show an increase in

execution time with the size of the dataset.

5 Searching Linguistic Annotations Using
an IR Engine

From our experiments we observe that the database ap-

proach using structural joins does not scale for queries

containing low selectivity elements. To address this

shortcoming we intend to evaluate systems where paths

are indexed in their entirety and not as a combination of

element pairs. One such approach has been proposed by

Cooper et. al., where paths are inserted into an indexing

data structure called Index Fabric [6]. Paths from the

root to each of the leaf nodes of every tree are treated as

string sequences and are inserted into the data structure.

Patricia tries form a core component of Index Fab-

ric. They are unbalanced structures and not very ef-

ficient for main memory operations. Hence, in Index

Fabric, access to different fragments of a trie is broken

down into multiple layers. Pointers are created at each

node to navigate to deeper tree fragments within lower
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layers. A multi-layered approach balances the overall

data-structure and results in a constant number of I/O

look-ups for all searches. The Patricia trie is also known

to use an aggressive key compression algorithm, mak-

ing it a scalable architecture for large number of keys

and for paths of varied lengths. The only drawback of

this approach is that it suits queries where the paths are

defined from the root to the leaves or for selected pre-

defined paths, and not for arbitrary partial expressions.

An alternative approach – using a combination of

IR and database systems – has been developed by Park

et al. and is known as XIR. Here, paths are treated as

sentences, and individual elements in a path form the

words within the sentence [13]. They identify paths

as representations of the document schema and hence

are indexed independently from the data, which is con-

sidered to occupy only the leaf nodes. Each unique

path is stored in a path table, while individual elements

comprising the paths are indexed in an inverted index.

Every unique element appears in the inverted index with

a postings list containing information regarding the el-

ement’s occurrence in different paths, an offset indicat-

ing its relative position within the path and the total

length of the path. The data and element information

is stored in a separate table with document and node

identifiers.

The two key contributions of the XIR system

include the concept of using inverted indexes to search

path expressions and the conversion of path queries

into equivalent IR style proximity searches. For

instance, a query such as VP/NP/NNP, which searches

for a singular proper noun phrase (NNP) in the specified

hierarchical relationship with a noun phrase (NP)

and verb phrase (VP), could be converted into an IR

query where the near operator specifies the proximity

relation: VP near(1) NP near(1) NNP. Similarly,

a descendent query VP//NP, could be rewritten as

VP near(∞) NP, indicating that the second element

can appear anywhere after the first element in the

path string. Once the set of paths is known from the

inverted index, a select query on the data and element

information table retrieves the final results.

For linguistic queries, sequential navigation is as

significant as hierarchical navigation. We expect that

by extending the XIR approach, we could create in-

dependent indexes for hierarchical and sequential rela-

tionships in a document. Queries containing hierarchi-

cal and sequential expressions would be converted into

appropriate proximity queries and the resulting nodes

could be reduced by a join operation. This method

would essentially reduce the number and cardinality of

joins, as they would occur only when the expression

changes from path to sequence or vice-versa and not at

every element in the expression.

As a part of ongoing work in this area, we would

also like to compare the performance of such a system

with a pure database implementation containing an in-

dexing algorithm similar to Index Fabric.
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