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Abstract The rich non-factual information on the
blogosphere presents interesting research questions.
In this paper, we present a study on analysis of
blog posts for their sentiment by using a generic
sentiment lexicon. In particular, we applied Support
Vector Machine to classify blog posts into three
categories of opinions: positive, negative and mixed.
We investigated the performance difference between
global topic-independent and local topic-dependent
opinion classification on a collection of blogs. Our
experiment shows that topic-dependent classification
performs significantly better than topic-independent
classification, and this result indicates high interaction
between sentiment words and topic.
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1 Introduction
With the wide availability of broadband network fa-
cilities, internet has become an indispensable channel
for people to communicate. More and more people are
publishing their own experience and opinions, as well
as seeking other people’s opinions. With the explo-
sive amount of information generated daily, it is almost
impossible for people to read through all the informa-
tion even on a narrow topic. This demands for new
techniques to help track sentiment trends and search
for various opinions, a task that is very different from
factual information task as in traditional information
retrieval; and sentiment analysis is a key component of
such techniques.

Sentiment analysis is the technology to evaluate a
text and predicate the text’s subjectivity (subjective ver-
sus objective) and/or sentiment (positive versus nega-
tive). A general approach is to find out those keywords
from the text that are of evaluative feature or sentiment
orientation to represent the text, and to use a classi-
fication method to predicate the text’s probability of
belonging into pre-defined categories; the classifier is
usually trained on a set of labeled texts.

The above approach has shown success in some
earlier work where sentiment analysis was used to
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reviews from a certain domain, such as a movie
review or a product review [8], while less success
was seen in those studies conducted within the TREC
(Text REtrieval Conference) Blog Track on polarity
search task [6]. On the other hand, existing studies
have also shown that mixed sentiment is especially
challenging [5] given its uncertainty in nature.

The TREC Blog Track’s polarity task is to identify
the polarity of the opinions in the retrieved documents
(blogs) in respond to a search topic. A problem with
the evaluation of this task is that sentiment analysis is
mingled with topic search and rank task, as a result, it is
hard to ascertain the effectiveness of a certain sentiment
analysis method.

This paper presents a study on analysis of blog posts
for their sentiments, or opinions. Specifically a blog
post is analyzed and classified into three categories:
positive sentiment, negative sentiment or mixed
sentiment. We adopt a dictionary-based approach
by using a generic sentiment lexicon developed by
a linguistic study [12]. We propose to represent
blog posts as bags of sentiment words and use the
Support Vector Machine (SVM) [3] learning model
to classify blog posts. Given that both the sentiment
lexicon and the classification model are generic, our
research question is: if aglobal classification of blog
posts accross topic genres would achieve a similar
performance as alocal classification of blog posts of a
certain topic genre.

The remainder of this paper is organised as follows.
We review some related work in Section 2 and describe
the sentiment lexicon used in this study in Section 3.
We present our classification approach in Section 4, and
experiment setup and evaluations in 5. We discuss the
experiment result and conclude the paper in Section 6.

2 Related Work
Sentiment analysis was initially applied to a corpus of
documents that are from the same genre, such as a cor-
pus of movie reviews or a corpus of product review. The
task of sentiment analysis is to specify if a document
(or a review) expresses a positive or negative opinion.
Naturally most studies adopted machine learning clas-
sification approaches [1, 8, 11]. Pang et al [8] applied
and compared three machine learning methods, naive
bayes, maximum entropy and support vector machines,



on a corpus of movie reviews with uniform class dis-
tribution. Their results showed that the support vector
machine model generally performed the best.

While most sentiment analyses classify comments
or documents into two categories: positive versus nega-
tive, Koppel and Schler [5] argued that there were other
comments that might express a mixed or neutral senti-
ment. Their study showed that by incorporating neutral
category can lead to significant improvement in overall
classification accuracy, and this is achieved by properly
combining pairwise classifiers.

With so many opinionated documents available on
the Web, people are actively seeking other people’s
opinion toward a certain topic. In this case, we need
to do more than sentiment analysis: we need first to
retrieve a set of documents that are about the topic,
then judge if a document indeed contains any opinion
at all - so calledsubjectivity analysis, then analyse if
a subjective opinion or sentiment is positive, negative,
or mixed. Such an opinion polarity finding task was
introduced in TREC 2007 conference [6]. A commonly
adopted approach by participants is to use baseline
search engines to search topic-relevant documents
first, and then use polarity-finding heuristics to re-rank
documents for polarity. Machine learning models
have not been widely used to improve the polarity
classification accuracy.

3 A Generic Sentiment Lexicon
Identification of sentiment words is fundamental to sen-
timent analysis and classification. There are two broad
methods to identify sentiment words and build senti-
ment lexicon. One method is through manual construc-
tion in which annotators manually annotate a list of
words or phrases [9] or find and annotate sentiment
words from a given corpus [8, 12].

Another method is to build a lexicon from a small
number of seed words with pre-determined sentimental
polarity, and then populate the seed list through learning
or other relationships. For example, Hatzivassiloglou
and McKeown [2] expanded a seed list by adding those
words that are linked to seed words through conjunc-
tion such asand, or, but, either-or, or neither-or; while
Kim and Hovey made use of WordNet to populate seed
words through synonym and antonym relationships [4].

In our study, we use the sentiment lexicon devel-
oped by Wiebe et al. [12]. This lexicon list has 8221
annotated words resulted from manual annotation of a
10,000-sentence corpus of news articles of various top-
ics. The following is an example of such an annotation:

type=strongsubj len=1 word1=admire
pos1=verb stemmed1=y priorpolar-
ity=positive

The propertyprior polarity indicates the attitude be-
ing expressed by the wordadmireand has three values:
positive, negativeandneutral. The neutral tag are those

subjective expressions that do not have positive or nega-
tive polarity. The propertytypeindicates the expression
intensity and here it has binary values:strongor weak.
As annotation was done within context of a sentence,
the grammar function of a word is also annotated, for
example, the wordadmirehere is a verb. Thus a word
may occur twice or more in the list depending on which
grammar function a word acts in the original text for
annotation, for example, the word “cooperation” is an-
notated asadjectiveandnone. This list also includes
words with multiple morphemes, for example, cooper-
ate, cooperation, cooperative, and cooperatively.

4 Opinion Classification
This section presents our classification method.

4.1 Support Vector Machine
Support Vector Machine (SVM) has been widely used
in text categorisation, and with reported success [3]. In
an SVM model, objects are represented as vectors. In
learning a model to classify two classes, the basic idea
of SVM is to find a hyperplane, represented by a vec-
tor, that separates objects of one class from objects of
other classes at a maximal margin. When using a linear
kernel, SVM learns a linear threshold function. With
polynomial and radial basis kernels, SVM can also be
used to learn polynomial and radial basis classifiers.

SVMmulticlass
1 is an implementation of the multi-

class SVM, and is based on Structural SVMs [10]. Un-
like regular SVMs, structural SVMs can predict com-
plex objects like trees, sequences, or sets. SVMstruct

can be used for linear-time training of binary and multi-
class SVMs under the linear kernel. Features extracted
jointly from inputs and outputs are used to form an
optimal separation plane.

4.2 Opinion Word Extraction
To apply a classification model effectively, a key issue
is feature selection, i.e. what input will be given to a
classification model. The feature selection is applica-
tion dependent - how do we want to classify a set of
documents, and what are prominent features from a set
of documents that can separate them from each other.
For the sentiment classification task, it is intuitive that
we identify those opinion words from a set of docu-
ments as classification features.

In this study, we simply treated opinion words as
tokens and do not apply natural language processing
methods such as Part-Of-Speech tagging to analyse
the grammatical function of those words. We applied
Porter stem method to the list and group different forms
of the same word, and this leaves us 4919 “words”.

A closer look at the stemmed opinion words reveals
some interesting facts. There are 103 words that are
of contradictory polarities. After we removed these
words, we had 4816 words with unique sentiment

1Avaiable athttp://svmlight.jochims.org/svm multiclass.html



polarity. However, there are also some words that have
mixed levels of strength. In lieu of this, we created
a new level of strength and named it “contextual
strength”; there are a total of 194 in this category. The
distribution of opinion words in term of polarity and
strength is summarised in Table 1.

Positive Negative Neutral Total
Strong 954 2061 107 3192
Contextual 81 98 14 194
Weak 544 783 163 1490
Total 1579 2942 284 4816

Table 1: Distribution of opinion words

4.3 Opinion Word Vectors
In information retrieval, each document is represented
by all word tokens from a collection. However, for
the purpose of opinion classification, we represent a
document as a vector of opinion word tokens and ignore
those words that do not express any sentiment. As in
retrieval models, we weight each feature (an opinion
word) of the document vector. Thetf × idf weight of
an opinion wordf in a documentd is:

wfd = tffd × log
|D|

|Df |

where tffd is the frequency off in d. |D|/|Df | is
inverse document frequency off — |D| is the number
of documents in the collection, and|Df | is the number
of documents containingf . We expect that this model
is general enough to be applied to opinion classification.

5 Evaluation
5.1 Topic-independent versus Topic-

dependent Classification
Opinion classification is usually applied to a set of doc-
uments that are of same genre or about a similar topic
such as movie reviews and product reviews. With a
huge number of opinionated documents on the Web and
the nature of inexact match of a Web search engine, it is
unlikely that we can always get a set of documents from
the same genre to be classified. As a sentiment lexicon
is independent of semantic topic of a document, we
then investigate if there exists any difference between
classification of documents that are about mixed topics
and documents about a topic; we call these two types of
document classification topic-independent (or global)
classification and topic-dependent (or local) classifica-
tion respectively.

5.2 Experiment Set-up
The TREC Blog track 2006 collection Blog06 [7] is a
sample of the blogosphere crawled from 6 December
2005 to 21 February 2006. The collection is 148GB
in total, and comprises three components: XML feeds

Category TREC-2006 TREC-2007
Negative 3,707 (32.15%) 1,844 (26.34%)
Mixed 3,664 (31.78%) 2,196 (31.37%)

Positive 4,159 (36.07%) 2,960 (42.29%)
Total 11,530 7,000

Table 2: Distribution of document categories in TREC-
2006 and TREC-2007

of 38.6GB, which are the blogs, Permalink documents
of 88.8GB, which are the blog posts with associated
comments, and HTML homepages of 28.8GB, which
are the entries to blogs. The permalink documents are
the unit for the opinion finding task and polarity tasks.

The content of a blog post is defined as the content
of the blog post itself and the contents of all comments
to the post. A blog post is considered having subjective
content if “it contains an explicit expression of opin-
ion or sentiment about the target, showing a personal
attitude of the writer” [7]. Fifty topics were selected
by NIST from a collection of queries of a commercial
search engine for the opinion retrieval task. For a topic,
permalink documents are tagged with NIST relevance
judgement, with the following categories (or scales) [7]:
not judged(-1), not relevant(0), relevant(1), negative(2),
mixed(3) and positive(4).

The Blog06 collection was used for both TREC-
2006 and TREC-2007 Blog Track. Fifty (different)
topics were used for each conference. For each
topic, we selected documents with NIST assessor
relevance judgement scale of 2 (negative), 3 (mixed
- both positive and negative) and 4 (positive) for our
study. Table 2 shows the distribution of documents in
different categories in TREC-2006 and TREC-2007
respectively.

Zettair search engine2 was used to index documents
with the sentiment lexicon. Each document was con-
verted into a vector of opinion words with the weighting
scheme as described in Section 4.3.

5.3 Topic-independent Opinion Classifi-
cation

To train the topic-independent opinion classification
model, we pooled and indexed all documents from 50
topics in TREC-2006. SVM model was then trained
on the converted opinion-word vectors with judgement
scale >=2. Ten-fold cross validation experiment
was conducted on all 10,737 documents of 50 topics.
It showed an overall accuracy of 52.90±3%, that
is 52.9% of documents correctly classified, with a
standard deviation of 3%.

5.4 Topic-dependent Opinion Classifica-
tion

To examine the interactions between topics and opinion
classification accuracy, topics of TREC-2006 that con-
tain at least 10 documents from each opinion category

2http:www.seg.rmit.edu.au/zettair/
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Figure 1: Classification accuracy: Topic-independent
vs. topic-independent

(recall that there are 3 categories positive, negative or
mixed) were extracted, this resulted in 36 topics and
9,771 documents in total.

To evaluate the accuracy of topic-dependent opinion
classification, we individually indexed documents from
the same topic, and applied ten-fold cross validation
experiment to each topic collection accordingly. On av-
erage, the topic-dependent model achieved an accuracy
of 63±13%, significantly higher than that achieved by
the topic-independent model.

5.5 Blind Test of the Classification Model
The topic-independent classification model trained on
documents with TREC-2006 judgments were blind
tested on documents with TREC-2007 judgements.
27 topics that contain at least 10 documents in each
category were used in our study. The model showed
an accuracy of 42% on the whole collection. The drop
in performance compared to that of 10-fold croass
validation (52.9±3%) may be attributed to the change
of topics between the two collections, which in turn
suggests that there is strong correlation between topics
and opinion words.

On the other hand, in the 10-fold cross validation
experiment on the TREC-2007 collection, the topic-
dependent model achieved an average accuracy of
55%. We extracted individual topic’s accuracy for the
topic-independent model, and used a paired Wilcoxon
test to compare the difference in classification accuracy
between the topic-independent model and the topic-
dependent model. The improvement in classification
accuracy of the topic-dependent model over that of
the topic-independent model is statistically significant
(p < 0.001). Figure 1 shows the summary of two
models. As we can see that the topic-dependent model
achieved higher accuracy than the topic-independent
model.

6 Conclusion
In this paper we have described our research on opinion
classification of blogs. We have investigated the differ-
ence of global classification of documents from mixed
topics and local classification of documents from the
same topic. Our experiment on the TREC Blog collec-
tions has shown that the local classification is signifi-
cantly more accurate than the global classification. This
might be because that documents from the same topic
tended to have a similar set of sentiment words. Our
future research will concentrate on developing topic-
specific opinion classification models, especially it is
anticipated that the annotation of opinion words tensity
can be used to further improve such models.
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